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June 2005

March 2005

March 2005

Standard 06.01 maintenance release for TOPS22/SN09 includes changes
to the following technical content:

four new parametersin table OFCENG:
IPGW_SNMP_COMMUNITY_NAME,
IPGW_SNMP_MANAGER, IPGW_SNMP_ENABLED,
IPGW_TELNET_ENABLED

changed table XPMIPMAP to add anew field, SNMP, which
indicates whether SNMP is enabled on the IP-XPM. If s, it also
enables the SNM P community name.

updated the supported |P-XPM software loads to QTP22 for releases
TOPS22/SN09 and up.

Standard 05.01 maintenance release for TOPS21/SN08 includes changes
to the following technical content:

new TOPS 615 log.

updated the supported IP-XPM software loadsto QTP21 for releases
TOPS21/SNO8 and up.

removed the OCM CCS register from the TOPSOC OM group.
TOPS OC viaETMS functionality no longer available.

TOPS Position via ETM S functionality no longer available.
TDM-OC links must be replaced with CO-IP links prior to upgrade.

Standard 04.04 maintenance release for TOPS20/SNO7 includes changes
to the following technical content:

warning to disable spanning tree algorithm under specific
circumstances.

DMS-100 Family OSSAIN User's Guide SNO09 and up



vi  Publication history

» updated the supported IP-XPM software loads to QTP20 for releases
TOPS20/SNO7 and up.

December 2004

Standard 04.02 maintenance release for TOPS20 includes changes to the
following technical content:

» updated the XI1P600 log.

November 2004

Standard 03.07 maintenance release for TOPS19 includes changes to the
following technical content:

» updated X1P600 log.
* Added information on the cabinetized IP-XPM option.

July 2004

Standard 03.06 maintenance release for TOPS19 includes changes to the
following technical content:

» updated the xpm provisioning rules in the engineering section.
» updated DHCP requirements for SUN JRE and the NetlD server.

February 2004

Standard 03.05 maintenance release for TOPS19 includes changes to the
following technical content:

» updated the operator position headset issues for Force Management
e updated DHCP requirements for SUN JRE and the NetID server.

December 2003

Standard 03.04 maintenance release for TOPS19 includes changes to the
following technical content:

» updated the supported IP-XPM software loads to QTP19 for releases
TOPS 17 and up

November 2003

Standard 03.03 release for TOPS19 and up also includes new material that
appliesto TOPS17. Thisisamajor rewrite. It adds or changes the following
technical content:

* addsinformation about the I P positions to most existing sections; also
adds three new sections about to |P positions

* modifiesthe IP-XPM engineering rules, revising the earlier rulesfor OC-
IP aswell as adding information about |P positions
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April 2002

September 2001

July 2001

changes the supported codecs, and table PK TV PROF

Note: The supported codecsin TOPS15 were G.711 and G.729. In more
recent releases, the supported codecs are G.711 and G.723. Changesin
table PKTVPROF, where codec selection is datafilled, were not patched
back to releases earlier than TOPS19/SN06. However, the existing fields
of table PK TVPROF are interpreted differently in a patched load. See
“Table PKTVPROF prior to TOPS19” on page 70.

modifies the DHCP server guidelines to apply to Optivity NetID version
4.3.2

Note: Thisbook wasnot released in TOPS17. However, certain functionality
did changein TOPS17. Thisreleaseis areference for changes and
enhancements that were made between TOPS17 and TOPS19 inclusive.

Standard 02.04 release for TOPS15 and up, adds or changes the following
technical content:

adds information about the OCManB alarm to the maintenance section

adds information about the |P-XPM diagnostic for default router
connectivity, and awarning not to RTS FORCE an IP-XPM, to the
mai ntenance section

adds information about problem numbersin TOPS133 logs to the logs
section

adds information about maintaining NetlD and Windows NT logs to the
DHCP server guidelines section

modifies the SNMP and DHCP server guidelinesto indicate that the
SNMP network management station is no longer, by default, ableto
initiate a Gateway reboot

Preliminary 02.03 release for TOPS15 and up, adds or changesthe following
technical content:

adds information on 7X07AA Gateway card slot position and port
numbering

adds information on setting up the Gateway loadfile at the DHCP server
adds information on upgrading the Gateway |oadfile at the DHCP server

Preliminary 02.02 release for TOPS15 and up, adds or changesthe following
technical content:

adds information on how to correct an | P address mismatch for the
Gateway card
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» replaces TOPS105 log with new TOPS133 log
» updates DHCP server guidelines
Note: The 02.02 version is designated for training purposes.

March 2001

Preliminary 02.01 release for TOPS15 and up, adds or changesthe following
technical content:

» adds description of new table PKTVPROF
» adds descriptions of two existing tables, TOPSTOPT and TQCQINFO
* adds description of new OFCENG parameter

» removes datafill examples for tables OCPARMS, OCHOST, and
OCHOSTQ

e addsinformation on limiting the use of available dynamic voice links
e addsinformation on the IPGWSTAT tool
» addstwo new logs, TOPS505 and TOPS614

* adds appendix on TOPS-IP support for SNMP (Simple Network
Management Protocol)

» updates voice codec selection

» updatesthe datafilling of OC-1P datalinks

» updatesthe provisioning of C-side 14 links

» updates the engineering of QMS MIS-IP data links
* updates limitations and restrictions

November 2000

Standard 01.03 release for TOPS13 and up, adds or changes the following
technical content:

* removes TOPS-IP support of switches provisioned with junctored
network (JNET)

» updates engineering guidelines for the following components:
— C-gidelinks
— MISIP datalinks
— T7X07AA Gateway cards

» updates datafill information for OC-1P data links

* addsinformation on OM group XPMMSGOC (XPM Messaging
Occupancy)

» updates DHCP server guidelines
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September 2000

March 2000

Beta 01.02 release for TOPS13 and up, adds or changes the following
technical content:

* updates engineering information

* addsinformation on maintenance of IP Gateway nodes
» adds descriptions of XIPVER tool error messages

e addsinformation on the CONVERTCSLINKS utility

* adds preliminary information on DHCP server installation and
configuration

» standardizes the following terms using hyphens:
— TOPSIP
— IP-XPM
— QMSMISIP
— OC-IP

» changes the applicability designation from “LET0013 and up” to
“TOPS13 and up”

Preliminary 01.01 release for LET0013 and up, contains preliminary
information for the TOPS IP product, including engineering estimates for
planning purposes.
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About this document

The TOPS Internet Protocol (TOPS-1P) User’s Guide accompanies the
TOPS-IP product. The guide describes how TOPS-1P functionalities work
together to deliver services. It provides the user with an overview of the
TOPS-IP product, a detailed description of the software, and supplementary
information on engineering, datafill, and maintenance activities.

Thisguideisintended for users who are familiar with DM S Traffic Operator
Position System (TOPS) processing, Operator Centralization (OC),
Intelligent Workstation System (IWS), and basic concepts of IP
internetworking.

Sections and chapters in this book
Following isasummary of each section and its chapters.

Part 1: Introduction
This section introduces the components of the TOPS-IP network.

Chapter 1: TOPS-IP overview

This chapter provides an overview of the TOPS-IP network architecture and
an introduction to key TOPS-IP components.

Part 2: Functional description
This section describes the | P infrastructure for data and voice
communication, and discusses the TOPS-IP applications that use this
infrastructure.
Chapter 2: TOPS-IP data and voice communication
This chapter discusses the |P data and voice communication required for
applicationsin the TOPS-IP network.
Chapter 3: TOPS OC-IP application
This chapter provides details on the functionality of TOPS OC-IP.

Chapter 4: TOPS IP position application

This chapter provides details on the functionality of the TOPS IP position
application.
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Part 3:

Part 4:

Part 5:

Part 6:

Part 7:

Chapter 5: TOPS QMS MIS-IP application

This chapter provides details on the I P functionality of TOPS Queue
Management System Management Information System (QMS MIS-IP).

Interactions

Thissection providesinformation on interactions, enhancements, limitations,
and restrictions for the TOPS-1P product.

Chapter 6: TOPS-IP feature impact

Thischapter discusseslimitationsand restrictionsfor TOPS-IP capabilitiesin
the network.

Planning and engineering

This section discusses TOPS-1P network planning and engineering
considerations.

Chapter 7: TOPS-IP engineering guidelines

This chapter provides requirements for performance, capacity, and
provisioning for the TOPS-IP switch, operator service center (OSC), and
packet data networks.

Provisioning
This section provides details and examples of TOPS-1P switch datafill, and
information on related software ordering.

Chapter 8: TOPS-IP data schema
This chapter describes datafill requirements for TOPS-IP.

Chapter 9: TOPS-IP software ordering
This chapter discusses product ordering codes for TOPS-IP.

Billing
The TOPS-1P product does not affect or change billing.

OA&M

This section provides details on DM S switch maintenance activities for
TOPS-IP applications, including user information on related command
interface (CI) tools, log reports, and operational measurements (OM).
Chapter 10: TOPS-IP maintenance activities

This chapter describes maintenance activities associated with TOPS-I1P
applications.

Chapter 11: TOPS-IP Cl tools

This chapter discusses related Cl tools.

Chapter 12: TOPS-IP logs
This chapter shows examples of switch log reports for TOPS-IP.
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Chapter 13: TOPS-IP OMs
This chapter shows examples of switch OMsfor TOPS-IP.

Appendixes

The following appendixes provide additional information relevant to the
TOPS-IP product.

Appendix A: DHCP server guidelines

Appendix A providesguidelineson how toinstall and configure the Dynamic
Host Configuration Protocol (DHCP) server for TOPS-IP.

Appendix B: TOPS-IP support for SNMP

Appendix B discusses TOPS-IP support for the Simple Network
Management Protocol (SNMP).

Appendix C: TOPS-IP Network Configuration

Appendix C provides information about planning and configuring a data
network to support TOPS-IP applications.

Appendix D: IWS IP datafill quick reference

Appendix D provides aquick reference for IWS datafill that is mentioned
throughout this book.

List of terms
This chapter lists terms and definitions.

References in this book

The following PCL-specific books are referred to in this book. The middle
layer of the document number is represented by nnnn because this number is
determined by the PCL to which the book belongs.

* Trandations Guide, 297-nnnn-350

* Customer Data Schema Reference Manual, 297-nnnn-351

*  Operational Measurements Reference Manual, 297-nnnn-814
* Log Report Reference Manual, 297-nnnn-840

The following other documents are referred to in this book:

*  Networks Maintenance Guide, 297-1001-591

*  TOPSIWS Force Management Guide, 297-2251-313

* TOPSIWSBase Platform User’s Guide, 297-2251-010

e TOPSand TMS Maintenance Manual, 297-8341-550

*  OSSAIN User’s Guide, 297-8403-901

* Command Interface Reference Manual, 297-8991-824

» Software Optionality Control User’s Manual, 297-8991-901
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Engineering Change Manual 606
Business Policy Switch 2000 Installation Instructions, 209319-A
Using the Business Policy Switch 2000 Software Version 2.5, 208700-D

Using WWeb-based Management for the Business Policy Switch 2000
Software Version 2.5, 209570-D

Open Position Protocol Specification, Q214-1

Note: OPP isalicensed interface. To receive this document, please
contact Nortel Networks Marketing.

TOPS QMS MI S Protocol, Q220-1

Note: QMS MIS Protocol is alicensed interface. To receive this
document, please contact Nortel Networks Marketing.

This book also refersto the following standards, specifications, and sources
of general information.

Inter networking with TCP/IP, by Doug E. Comer (Prentice Hall)

SNMP, SNMPv2, SNMPv3, and RMON 1 and 2, by William Stallings
(Addison-Wesley)

ITU-T (G.711), Pulse Code Modulation of Voice Frequencies

ITU-T (G.723.1), Dual Rate Speech Coder for Multimedia
Communications Transmitting at 5.3 and 6.3 kbit/s

ITU-T (H.323), Packet-based Multimedia Communications Systems
RFC768 (STC 6) User Datagram Protocol

RFC791 (STD 5) Internet Protocol

RFC792 (STD 5) Internet Control Message Protocol

RFC793 (STC 7) Transmission Control Protocol

RFC951 Bootstrap Protocol

RFC1157 (STD 15) Smple Network Management Protocol

RFC1213 Management Information Base for Network Management of
TCP/1P-based internets: MIB-II

RFC1643 Definitions of Managed Objectsfor the Ethernet-like Interface
Types

RFC1889 RTP: A Transport Protocol for Real-Time Applications
RCF1910 User-based Security Model for SNMPv2

RFC2131 Dynamic Host Configuration Protocol

RFC2338 \irtual Router Redundancy Protocol

RFC2543 SP: Session Initiation Protocol
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* EN 300 386 V1.3.1 (2001-09). Electromagnetic compatibility and
Radiospectrum Matters (ERM); Telecommunication networ k equi pment;
ElectroMagnetic Compatibility (EMC) requirements

* EN 60950 Safety of Information Technology Equipment Including
Electrical Business Equipment
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Part 1: Introduction

Part 1: Introduction includes the following chapter:

Chapter 1: “TOPS-IP overview” beginning on page 23.
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Chapter 1: TOPS-IP overview

The DMS Traffic Operator Position System Internet Protocol (TOPS-1P)
product provides a new technology for delivering operator services over a
managed | P network. Using standard I P network components, TOPS-IP
offers aunified solution for data and voice.

This chapter gives an overview of the TOPS-IP product, focusing on the
following topics:

» benefits of IP networking
» components of the IP infrastructure
* capabilities of TOPS-IP

The last section provides aroad map to detailed TOPS-IP information in this
book, and to related IP information in other books.

Benefits of IP networking

| P networking, which isimplemented by the IP protocol suite and | P-related
equipment, has a universal presence in networks today. |P telephony makes
use of this presence by integrating data and voice traffic across the network.
Figure 1 illustrates a ssmple I P architecture that integrates data and voice.

Figure 1 Simple IP architecture

Managed IP network

D IP data and voice --------

Switch Node
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Theintegrated | P approach provides an aternative to the traditional operator
services network architecture, much of which relies on nailed-up time
division multiplexed (TDM) trunking facilities to carry data and non-
packetized voice traffic. Establishing a common IP infrastructure, on the
other hand, can bring cost savings and more flexibility to the service
provider’s network. These benefits are especially notable in an operator
services platform, which may have several switches configured in a
centralized way to optimize operator resources.

The following paragraphs summarize the advantages of |P networking.

Eliminates point-to-point provisioning
With 1P networking, voice and data facilities are not provisioned point to
point. The only requirements are that the managed | P network must have
enough bandwidth to support the total network traffic, and that each switch
must have enough bandwidth to support its combined traffic to and from the
network.

This benefit lessens the need for reconfiguration of the network to
accommodate changing traffic patterns. It al so decreases costs and facilitates
faster introduction of new services.

Optimizes bandwidth consumption

| P networking reduces bandwidth consumption during timeswhen no data or
voiceis sent. Voice compression technology can further reduce bandwidth
requirements.

Uses industry-standard IP network components

Standard | P components, some of which the operating company may already
own, are used in the managed | P network. Standardization can lead to lower
costs as components are reused in new 1P-based services development.

Note: The TOPS-IP product does not change the I P protocol.
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Components of the IP infrastructure

The IPinfrastructure, which providesintegrated data and voice for TOPS-IP,
consists of the following two broad components:

» an |P-based extended peripheral module (IP-XPM) at the DMS switch

* the managed IP network, or private intranet

This section introduces the key hardware for these two components. Chapter

2: “TOPS-IP data and voice communication” provides functional detailsand

Chapter 7: “TOPS-I1P engineering guidelines’ discusses engineering details.
Overview of the IP-XPM

The IP-XPM isaDTC (Digital Trunk Controller) peripheral equipped with
several new or upgraded components that support the integrated |P
architecture. Figure 2 illustrates the IP-XPM at the TOPS switch. The
components are discussed following the figure.

Figure 2 IP-XPM

TOPS
switch

IP-XPM

SX05DA

7X07AA
MX76DA

IP data and voice --------

SXO05DA processor card

The SX05DA processor card is used for data communication over the
managed |P network. It serves as the main processor, replacing the MX77
processor. The SX05DA hasafull-duplex 10/100 Megabit per second (Mbps)
Ethernet port. It greatly improves performance and increases system memory
size. An IP-XPM has two SX05DA cards provisioned.

Note: Versions of the SX05 card that are previous to the DA version do not
have the Ethernet port and are not supported for TOPS-IP data
communication.
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7X07AA Gateway card

The 7X07AA Gateway card is used for voice communication over the
managed | P network. It hastwo full-duplex 10/100 M bps Ethernet ports. The
7X07 is responsible for conversion between circuit-switched voice and
packet-switched voice. It also handlesthe call setup signaling associated with
its voice channels.

An [P-XPM may have multiple 7X07 cards provisioned. Each card supports
60 voice channd's. However, the DMS switch limits the number of channdls
that can be used on each 7X07 to 48.

Note: TOPS-IP applications that do not use voice, such asQMS MIS-IP (see
page 33), do not require 7X07 Gateway cards.

MX76DA messaging card

The MX76DA messaging card supports the bandwidth requirements for
enhanced C-side 14 messaging between the CM and the IP-XPM. C-side 14
messaging requires the use of an enhanced network (ENET) interface and
DS512 fiber links to the IP-XPM.

Other IP-XPM hardware

In addition to requiring the specialized cards, each IP-XPM also requiresthe
following hardware:

« IP-XPM frame (NT6X01AF)
e two IP-XPM shelves (NT6X0261)
» two connector key brackets (P0912903)

* two IP-XPM cables (NTOX96NV or NTOX96NW) that connect the I P-
XPM backplane either to an Ethernet patch panel (optional) or to a
compatible Ethernet switch on the LAN

If the IP-XPM isinstalled in a cabinet instead of aframe, the following
hardware is required:

« IP-XPM cabinet (NTRX46CG)
«  two IP-XPM shelves (NT6X0261)

* two NTRX26HB cablesto connect the cabinet backplane to the Ethernet
switch

*  TOPS-IP Ethernet cable kit (NTNX1236) to connect the shelf to the
cabinet backplane

Note: Thislist is not exhaustive; the IP-XPM requires other hardware and
packfill. Also, existing XPMs cannot be retrofitted to provide | P
functionality; rather, they must be replaced with an IP-XPM. For more
information on IP-XPM hardware requirements, refer to Chapter 7: “TOPS-
| P engineering guidelines”
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DHCP/FTP server

A Dynamic Host Configuration Protocol/File Transfer Protocol (DHCP/FTP)
server isrequired to load and configure the 7X07AA Gateway cards. For
details, refer to Appendix A: “DHCP server guidelines.”

Overview of the managed IP network

The managed IP network is responsible for routing and delivering data and
voice traffic between nodes in the private intranet. Figure 3 shows asimple,
functional diagram of a managed IP network for TOPS.

Figure 3 Simple managed IP network

TOPS

TOPS |
i switch

switch

Z—
Data switch | | Data switch | | Data switch
Router Router Router

Backbone

Managed IP network

IP communication --------

A managed | P network consists of several layers:

» Data switchesact ashubsfor the LANs of Ethernet ports on TOPS nodes
(such as DM S switches, TOPS operator positions, servers, and other
nodes used by TOPS). Data switches should be used instead of passive
hubs to minimize latency and maximize throughput.

* Routersconnect the LANs served by dataswitchesto wide areabackbone
networks, and they direct data between TOPS nodes.
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* The backbone provides wide area transport, which links geographically-
distributed host and remote switches, servers, and other nodes. Backbone
implementation uses technol ogies such as asynchronous transfer mode
(ATM), Frame Relay, or point-to-point facilities.

Note: Figure 3 does not address practical network considerations such as
redundant connections to the data switches and the backbone. For more
information, refer to Chapter 7: “ TOPS-IP engineering guidelines,” and
Appendix C: “TOPS-I1P Network Configuration.”

Engineering the managed | P network for TOPS has the following objectives:
» tohandleal IPtraffic for a specified operator call volume
» toprovidelow latency for data traffic and especially for voice traffic

» toprovide low message loss for voice packets and especially for call
control messages

Capabilities of TOPS-IP

The TOPS-IP product implements call processing, provisioning, and
maintenance over an integrated | P infrastructure. Three TOPS-IP
applications use the | P infrastructure:

* Operator Centralization (OC-1P)
» [P Operator Positions (IP position)

*  Queue Management System Management Information System (QMS
MIS-IP).

This section introduces the capabilities of each application. Further details
are in the separate chapters that discuss each application.

Note: The OC-1P and IP position applications can share the resources of a
single IP-XPM, athough each 7X07 Gateway card must be dedicated to one
application or the other. Because of the high messaging throughput and
burstiness of the QMS MIS-IP application, it requires a dedicated |P-XPM.

TOPS OC-IP application

In a centralized operator network, a number of TOPS remote switches share
the operator positions provided by a TOPS host switch. Calls originatein a
remote switch, whichisresponsiblefor call control. The host switch provides
the operator positions and is responsible for call and agent queue
management, force management, and position maintenance.

Traditionally the OC host and OC remote communicate over voice links and
datalinksto processacall. The OC voicelinks provide a speech path between
the operator in the host and the calling and called partiesin the remote. In a
traditional configuration, each call must have adedicated voicelink whilethe
operator services the call. The OC datalinks are used for call control
messages, key function messages, and screen update messages. One datalink
can be shared by many calls in progress.
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OC connectivity without TOPS-IP

Figure 4 shows an example of atraditional, ssmple OC network. In thefigure,
OC data and voice connectivity are provisioned point to point between the
remotes and the host through XPM peripherals. Data communication is

through dedicated point-to-point data links. VVoice communication isthrough
nailed-up TDM trunks.

Figure 4 OC connectivity without TOPS-IP

Operator
Services OC host OC remote
Center switch switch
Gateway T
position o)
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LAN XPM XPM XPM ]
Channel TMS
bank XPM
Operator :
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T™MS
XPM
o)
0
OC remote
switch

Point-to-point data - - - - - __
TDM voice

Note: Although not shown in the figure, the three TOPS switches are also
connected to the PSTN in the traditional way.
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OC connectivity with TOPS-IP (TDM positions)

Figure 5 shows an example of asimple OC-IP network. With OC-IP, the I P-
XPM provides acommon I P infrastructure to replace the point-to-point
provisioning of data and voice between OC switches. All OC data and voice
traffic is transported over the managed | P network; however, operator
positions still have TDM connectivity with the OC host switch.

Figure 5 OC-IP connectivity in a TOPS-IP network (TDM positions)

Managed
OC host IP network
switch
Gateway
position
TMS IP- OC remote
XPM XPM |77 switch
o)
Channel | IP- o
bank XPM o
IP-
XPM

OC remote
switch

IP data and voice =-----------
Point-to-pointdata .- - - - _ _._
TDM voice

Note: Although not shown in the figure, the three TOPS switches are also
connected to the PSTN in the traditional way.

Benefits of OC-IP

OC-IP adds flexihility to the configuration and management of the OC
network. Because connections between OC hosts and OC remotesarelogical
rather than physical, the traffic from a remote can be moved to another host
moreeasily. Theintegration of voice and dataallows OC-IPto take advantage
of high bandwidth wide area networks (WAN) for cost-effective transport.

In addition, when IP positions are used in conjunction with OC-IP, thelogical
voice connection is directly between the OC remote and the position,
bypassing the host. This means that 7X07 Gateway resources are not used in
the host for OC-1P callsthat also use I P positions.
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TOPS IP position application

In a TOPS network, teams of TOPS operators service avariety of callsfrom
the public switched telephone network (PSTN). Operator positions|ocated at
Operator Services Centers (OSC) communicate voice and data with the
TOPS switch, which isresponsible for call control, call and agent queue
management, force management, and operator position maintenance.

Position connectivity without TOPS-IP

Figure 6 shows an example of atraditional, simple TDM-based network of
operator positions. Inthefigure, the dedicated TDM voice path to the position
isthrough a TOPS Message Switch (TMS) XPM peripheral and a channel
bank. The data path is also through a TM S and a channel bank, but it must
pass through a gateway position, which transmits data to and from the other
positions on the LAN. The gateway position is also responsible for
maintenance of the positionsin its cluster.

Figure 6 Position connectivity without TOPS-IP
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Note: Although not shown in the figure, the TOPS switch is also connected
to the PSTN in the traditional way.
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Position connectivity with TOPS-IP

| P positions have | P data and voice connectivity to the managed | P network,
and they use this connectivity to communicate with TOPS-1P switches.

The common IP infrastructure replaces the point-to-point provisioning of
data and voice between a TOPS switch and an operator position. The |P
positions are still part of aLAN (Ethernet, not token ring). The LAN is
considered to be part of the managed 1P network.

Figure 7 shows an example of asimple TOPS-IP network with | P positions
and TOPS switches. The positions are datafilled and maintained at the
standalone/OC host switch, and they can process standalone TOPS calls that
route to that switch. They can also process calls routed to the two OC remote
switches (one traditional and one OC-IP).

Note: Asof SN08, TDM OC links must be replaced by OC-IP links.

Figure 7 IP position connectivity in a TOPS-IP network (with TDM OC and OC-IP)
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Note: Although not shown in the figure, the TOPS switches are also
connected to the PSTN in the traditional way.
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Benefits of IP positions

Because | P positionsdo not require all the specialized hardware of traditional
IWS positions, more attractive pricing arrangements are possible. |P
positions also eliminate the need for channel banks in the OSC, and for
gateway positions with maintenance and data messaging responsibility for
other positions. The integration of voice and data allows I P positions to take
advantage of high bandwidth wide area networks (WAN) for cost-effective
transport.

Use of IP positions adds flexibility to the configuration of OSCs and to
management of the operator workforce. It is easier both to set up new OSCs
and to relocate positions within an existing OSC. And since connections
between positions and switches are logical rather than physical, it ispossible
for aposition to be brought into service at different switches (at different
times) without moving the positions or re-wiring the connections.

When IP positions are used in conjunction with OC-IP, the logical voice
connection on OC callsis directly between the OC remote and the position,
bypassing the host. This means that 7X07 Gateway resources are not used in
the host for OC-IP calls that also use I P positions.

TOPS QMS MIS-IP application
Note: Thisapplication isnot currently supported. Customerswith an interest
in the application should discuss it with their QM S MIS vendors and with
TOPS Marketing.

TOPS QM S MISisaswitch application that collects event-driven data about
TOPS calls and positions. The switch sendsthis datato an external reporting
facility, such as an MIS vendor node. The external facility may use the data
to provide real time displays and report statistics on call queues and operator
positions. Theflow of QM S MIS datais one-way only, from the switch to the
MIS node.

QMS MIS connectivity without TOPS-IP

Figure 8 illustrates the traditional connectivity for TOPS QMS MIS. Data
connectivity is through a point-to-point (X.25) interface and an enhanced
multiprotocol controller (EMPC) card.

Note: TOPS QM S MIS connectivity differs from OSSAIN QMS MIS
connectivity. OSSAIN QM S MI S provides data about OSSAIN sessionsand
gueues, and it uses an Ethernet interface unit (EIU) at the switch rather than
an EMPC. The TOPS-IP product does not change the existing OSSAIN QM S
MIS functionality or connectivity.
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Figure 8 QMS MIS connectivity without TOPS-IP

TOPS
switch

”(,z
== EMPC |- - - -- D

Point-to-pointdata - ------

QMS MIS connectivity with TOPS-IP

Figure 9 illustrates QM S MIS-IP connectivity in a TOPS-IP network. The
common IP infrastructure replaces the provisioning of X.25 datafor the
TOPS QM S MIS-IP application.

Figure 9 QMS MIS connectivity with TOPS-IP

TOPS
switch
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P--1 MIS
XPM node
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Note: TOPS QM S MIS-IP requires adedicated |P-XPM. This IP-XPM
cannot be used to support other TOPS-1P applications such as OC-IP and IP
positions. It need not contain any 7X07 Gateway cards, since the Gateways
are used for voice.
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Benefits of QMS MIS-IP

With QM S MIS-IB, the TOPS switch can have up to two TCP connections
that transmit the same M| S data across the network. This capability alows
the TOPS switch to send M1 S data to more than one vendor or to increase the
reliability of the MIS data sent to a single vendor.

Information road maps

For detailed information on the TOPS-I P product aswell as on related topics,
refer to the following road maps.

TOPS-IP road map
The following list points to specific TOPS-IP user information in this book:

Chapter 2 describes the infrastructure for integrated |P data and voice
communication.

Chapter 3 provides details on the OC-1P application.
Chapter 4 provides details on the I P position application.
Chapter 5 provides details on the TOPS QM S MIS-IP application.

Chapter 6 discusses the limitations and restrictions of TOPS-IP
capabilitiesin the network.

Chapter 7 provides information on planning and engineering for TOPS-
I P, focusing on requirements for performance, capacity, and provisioning.

Chapter 8 describes datafill requirements for TOPS-IP. It focuses on the
CM datafill needed to provision the IP infrastructure and TOPS-IP
applications.

Chapter 9 discusses ordering codes for the TOPS-IP product.

Chapter 10 describes DM S switch maintenance activities associated with
TOPS-IP applications.

Chapter 11 describes related command interface (Cl) tools.
Chapter 12 shows examples of switch log reports.
Chapter 13 shows examples of switch operational measurements (OM).

Appendix A provides procedures used to install and configure the
Dynamic Host Configuration Protocol (DHCP) server for TOPS-IP.

Appendix B discusses TOPS-IP support for Simple Network
Management Protocol (SNMP).

Appendix C provides practical information to assist in planning and
configuring the TOPS-IP data network.

Appendix D isaquick reference for IWS configuration information that
ismentioned in this book.
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The following reference provides information about | P capabilities and
configuration of the IWS operator workstation:

TOPS WS Base Platform User’s Guide, 297-2251-010

Related information road map
The following list points to other sources of related information:

For information on the Enhanced Network (ENET) interface, refer to
Networ ks Maintenance Guide, 297-1001-591.

For detailson IP networking, refer to any standard industry book, such as
Internetworking with TCP/IP, by Doug E. Comer (Prentice Hall).

For detailson SNM P-based network and internetwork management, refer
to any standard industry book, such as SNMP, SNMPv2, SNMPv3, and
RMON 1 and 2, by William Stallings (Addison-Wesley).

For detail s on recommendations for telecommunications, refer to the
following International Telecommunication Union (ITU) documents:

— ITU-T (G.711), Pulse Code Modulation of \Voice Frequencies

— ITU-T (G.723.1), Dual Rate Speech Coder for Multimedia
Communications Transmitting at 5.3 and 6.3 kbit/s

— ITU-T (H.323), Packet-based Multimedia Communications Systems

Note: These and other ITU-T documents can be accessed at the following
Web site: www.itu.int.

For details on standards and specifications for the Internet, refer to the
following Reguest for Comments (RFC) documents:

— RFC768 (STC 6) User Datagram Protocol

— RFC791 (STD 5) Internet Protocol

— RFC792 (STD 5) Internet Control Message Protocol

— RFC793 (STC 7) Transmission Control Protocol

— RFC951 Bootstrap Protocol

— RFC1157 (STD 15) Simple Network Management Protocol

— RFC1213 Management Information Base for Network Management
of TCP/IP-based internets: MIB-II

— RFC1643 Definitions of Managed Objects for the Ethernet-like
Interface Types

— RFC1889 RTP: A Transport Protocol for Real-Time Applications
— RFC2131 Dynamic Host Configuration Protocol

— RFC2338 Virtual Router Redundancy Protocol

— RFC2543 SP: Session Initiation Protocol
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Note: These and other RFC documents can be accessed at the Internet
Engineering Task Force (IETF) Web site: www.ietf.org.
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Part 2: Functional description

Part 2: Functional description includes the following chapters:

Chapter 2: “TOPS-IP data and voice communication” beginning on page 41.
Chapter 3: “TOPS OC-1P application” beginning on page 71.

Chapter 4: “TOPS | P position application” beginning on page 111.

Chapter 5: “TOPS QMS MIS-IP application” beginning on page 155.
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Chapter 2: TOPS-IP data and voice
communication

Asdiscussed in Chapter 1, the common | P infrastructure integrates data and
voice packet delivery for TOPS-1P applications. The IP-XPM component of
the infrastructure, with its | P-specific circuits, provides the necessary
interfaces for data and voi ce communication between nodes over the
managed |P network. Refer to Figure 10 for a simple topology.

Figure 10 TOPS-IP data and voice communication

TOPS TOPS
switch switch
IP-XPM IP-XPM

Managed IP network

=

IP-XPM Server Node
TOPS
switch IP communication --------
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This chapter discusses how the IP-XPM provides data and voice
communication, focusing on the following areas:

» overview of the IP protocol suite

* |P data communication infrastructure

* |Pvoice communication infrastructure

» overview of the switch datefill for IP data and voice

Overview of the IP protocol suite

Figure 11 shows the IP protocol stack that resides on the IP-XPM. A brief
description of each protocol follows the figure.

Figure 11 IP protocol stack on the IP-XPM

BOOTP|DHCP| SIP | RTP | RTCP| SNMP

TCP UDP

P ICMP ARP

» Bootstrap Protocol (BOOTP) and Dynamic Host Configuration Protocol
(DHCP). BOOTP and DHCP use servers to configure nodes in the
network with necessary IP information (IP addresses, subnet masks,
routers).

» Session Initiation Protocol (SIP) isasignaling protocol for creating,
modifying and terminating sessions with one or more participants. The
sessions include multimedia conferences, | P telephone calls, and
multimedia distribution.

* Real-Time Transport Protocol (RTP) and Real-Time Transport Control
Protocol (RTCP). RTP is used to transport data with real-time
characteristics, including audio and video. RTCP augments RTP to allow
monitoring of data delivery and to provide minimal control and
identification.

» Simple Network Management Protocol (SNMP). SNMP is used to
manage and monitor network activity and performance.
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Transmission Control Protocol (TCP) and User Datagram Protocol
(UDP) are used at the transport layer. TCP is a connection-oriented
protocol that builds on the underlying IP delivery service. TCP adds
reliability through sequencing, timeouts, and retransmissions. It provides
acknowledgments and checks for missing, out-of-sequence, and
duplicated packets.

UDP is a connectionless protocol that permits packets to be sent with a
minimum of protocol overhead. With UDP, message delivery is not
guaranteed. It provides neither acknowledgments nor checks for missing,
out-of -sequence, or duplicated packets.

IP and Internet Control Management Protocol (ICMP) are used at the
network layer. IPisthe delivery service of the | P suite. ICMP providesan
echo transaction (ping).

Address Resolution Protocol (ARP) is used at the datalink layer to
associate the | P address with a physical address.

IP data communication infrastructure

| P data communication, provided by the SXO5DA processor card in the | P-
XPM, alows the TOPS switch to send and receive data traffic over the
managed | P network. Data communication interfacesin the IP-XPM givethe
switch the following capabilities:

It can perform I P addressing and configuration for the XPM.
It can perform port and service configuration for TOPS-IP applications.
It can use the standard | P messaging protocols.

SXO05DA functions

The SX05DA card, which replaces the MX 77 unified processor, has afull-
duplex 10/100 Megabit per second (Mbps) Ethernet port through the
backplane. One SX05DA card is provisioned in each unit of an |P-XPM, for
atotal of two.

The SX05DA performs the following functions for each unit of the IP-XPM:

It provides the main processing, including CPU, MMU, boot and ROM -
level memory, program memory, and data memory.

It communicates with the other circuit packs of the unit through the A-
bus.

It provides unit activity control.
It provides the mate unit interface.

It provides two receptacle sockets for additional enhancements to the
processor.

Note: Each SXO5DA card requires a Flash Memory Packlet (SX06BA),
which isused in IP-XPM recovery.
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IP addressing of the SX05DA card

| P addresses are used to route | P packets to the correct node on the network.
These addresses must be assigned to hardware before any messaging can
occur.

The SX05DA serves as an | P-addressable network endpoint. The SX05DA
and the CM appear as a single entity to other nodes on the network.These
nodes use the | P address of the SXO5DA to route messages to CM
applications.

A single IP-XPM peripheral consists of two units, unit O and unit 1. One
SX05DA card corresponds to one unit, for atotal of two SXO5DA cards per
IP-XPM. Each SX05DA card has a single Ethernet interface with afixed
MAC (media access control) address. Only one SX05DA is active a atime
and the other isin standby mode. Figure 12 shows IP addressing of the
SXO05DA cards.

Figure 12 IP addressing of the SXO5DA

Managed IP network TOPS switch
Active IP-XPM Unit 0
47.192.3.24 47.192.3.26
SXO05DA
Unit 1
Inactive SXO05DA 47.192.3.27
47.192.3.25

As shown in the figure, one IP address is used by the active SXO5DA and
another IP address is used by the inactive SXO5DA. Also, the SXO05DA
softwareinternally assigns | P addressesto unit 0 and unit 1. So, P addressing
of the SX05s requires ablock of four consecutive | P addresses.

The last octet of the first address must be divisible by four, for example,
47.192.3.24. This address is bound to the current active unit, and is always
used to address the |P-XPM, even after it initializes or switches activity
(SWACT). For the IP-XPM, the available base addressrange for thel ast octet
isfrom 4 to 248.
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The other three addresses are bound as follows:

» second address (N+1) is bound to the inactive unit
 third address (N+2) is bound to Unit O

+ fourth address (N+3) is bound to Unit 1

Gratuitous ARP broadcast message

When the IP-XPM initializes or SWACTS, it dynamically swaps the active/
inactive | P addresses of its two units to ensure that the current active unit is
addressed correctly. Then, the IP-XPM sends a gratuitous Address
Resolution Protocol (ARP) broadcast message to notify local hosts that the
swap occurred.

Port assignments

Software ports are used in routing messages to the correct application after
the correct node on the network has been reached. These ports are unrelated
to hardware ports, and are assigned as applications need them.

The managed |P network can use port assignments to manage the quality of
service for applications. Refer to Chapter 7: “ TOPS-IP engineering
guidelines’ for more information including recommended port values.

Bootstrapping and configuring the SX05DA card

When the IP-XPM initializes, specific | P information—such as | P addresses,
subnet masks, and gateway routers—is needed to configure the I P stack on
the XPM. Datdfill in the switch table XPMIPMAP (XPM 1P Mapping)
identifies which configuration method to use for aparticular IP-XPM when it
is brought into service, asfollows:

¢ DHCP method
¢ CM method

DHCP method

* With the DHCP method (also referred to as the network method), the | P-
XPM receives I P information from a network server other than the CM.
The DHCP server provides the |P-XPM with the following information:

e thelP addresses of both units

+ the subnet mask for the local network, which is used to determine the
broadcast address

Also, the server may provide the following optional information:

» thelP address (or addresses) of the default gateway router, if IP datawill
be routed to other networks

» thelP address (or addresses) of the DNS server and the default domain
name, if DNSis provided
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CM method

With the CM method, the necessary I P information comes from additional
datafill in table XPMIPMAP and from gateway router datafill in table
XPMIPGWY (XPM IP Gateway). Thisinformation is downloaded from the
CM totheIP-XPM when it isbrought into service. (Refer to page 51 for more
details on this CM datafill.)

Note: The term gateway in the context of routers does not refer to the 7X07
Gateway card in the IP-XPM. A gateway router is a component of the
managed |P network and is used to forward | P packets to other networks.

SXO05DA redundancy

The IP-XPM contains duplicates of all components that are used for |P data
links. Each of the two mated units has its own SX05DA card and its own
Ethernet LAN interface. For more information on redundancy issues, refer to
“1P-XPM maintenance, diagnostics, and troubleshooting” on page 322 and to
Chapter 7: “TOPS-IP engineering guidelines.”

MX76DA messaging

The MX76DA messaging card supports the bandwidth requirements for
enhanced C-side 14 messaging between the CM and the IP-XPM. C-side 14
messaging requires ENET, DS512 fiber links to the IP-XPM, and the
NT6X40FC network interface card.

IP transport services

Ports

| P networks provide transport servicesto applications. A transport serviceis
defined by assigning it aname, a software port number, and atransport-layer
protocol. After the appropriate transport services have been defined, an
application can specify which one it wantsto use.

For example, Web browsers use atransport service named “HTTP”
(Hypertext Transfer Protocol), and the HTTP service is most often defined to
useport 80 and the TCP or UDP protocol. TOPS-IP applications use transport
services that are datafilled in the switch table IPSVCS (IP Services). For
information on how each TOPS-IP application uses I P transport services,
refer to the separate chapter on the application.

Ports associated with | P transport services are used in routing messagesto the
correct application after the correct node on the network has been reached.
For information on how each TOPS-IP application uses port values, refer to
the separate chapter on the application.

Sockets

An IP connection endpoint is represented by a socket, which is a software
entity identified by an |P address and a port, for example, 47.192.3.40:8600.
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Communication identifier (COMID)
Local datalink connectivity information is represented by a COMID, which
is datefilled against the data link. COMIDs, introduced by TOPS-IP data
communication software, are not transmitted over the IP network. Whileitis
not an industry-standard entity, the COMID isrecognized by the |P-XPM and
by the CM, whereitisvisible in datafill, logs, and OMs. For information on
how each TOPS-IP application uses COMIDs, refer to the separate chapter
on the application.

Remote socket interface (RSI)
TOPS-IP CM applications use the IP-XPM as a proxy to the managed IP
network. The applications communicate with the network by exchanging RSI
messages with the XPM. The XPM invokes the RSI calls made by the
applications.

IP voice communication infrastructure

| P voice communication, provided by the 7X07AA Gateway card in the IP-
XPM, alows the TOPS switch to send and receive packetized voice traffic
over the managed I P network. Voice communication interfacesin the | P-
XPM give the switch the following capabilities:

» It can convert between TDM voice and packetized voice.
* It can useindustry-standard codecs and Vol P signaling.

* |t can support up to 480 simultaneous voice connections on each IP-
XPM.

Note: C-side and inter-mate link capacities, however, may not allow use
of all 480 connections for TOPS-IP applications. Details are in Chapter
7: “TOPS-1P engineering guidelines.”

7X07AA functions

The 7X07AA Gateway card represents an integrated P-side node that has
characteristics of both a P-side interface card (such as the 6X50) and a
subtending node. Each card can support 48 voice connections.

Aswith the 6X50 interface cards, all 7X07 Gateway cards provisioned in an
IP-XPM are used by the active unit regardless of the physical unit location of
the cards. They perform the following functions for the IP-XPM:

» They provide packetized voice over the network.

» They provide call setup signaling associated with the voice connections
in the network.
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IP addressing of the 7X07AA card

The 7X07AA card hastwo Ethernet interfaces, only one of whichisactive at
atime. One | P address and one MAC address are used by the active Ethernet
interface. Figure 13 shows I P addressing of the 7X07AA cards.

Figure 13 IP addressing of the 7X07AA

Managed IP network TOPS switch
IP-XPM
47.174.68.04
7X07
' Unit 0
47.174.68.08 .
7X07
7X07
47.174.68.09 : i
Unit 1
7X07
47.174.68.13

Port assignments

Port valuesfor the 7X07AA card are fixed. The managed I P network can use
these port assignments to manage the quality of service for voice traffic.
Refer to Chapter 7: “TOPS-I1P engineering guidelines’ for information on
port values used by the 7X07AA card.

Loading and configuring the 7X07AA card

A DHCP server isrequired to configure the 7X07AA Gateway cards. This
server provides each Gateway card with its|oadfile name and I P address. For
information on using the DHCP server, refer to Appendix A: “DHCP server
guidelines.”

7X07AA redundancy
The 7X07 Gateway cards should be provisioned for N+1 redundancy for each
voice link group. For more information on redundancy issues, refer to
Chapter 7: “TOPS-1P engineering guidelines.”

Protocols for voice over IP (VoIP)

For the voice media stream and its associated control packets, the TOPS-IP
product uses the industry-standard RTP and RTCP protocols.

There are two competing industry standards for Vol P call signaling: SIP and
signaling protocols from the H.323 suite. The Gateway card uses industry-
standard SIP when signaling with 1P positions. When signaling with another
7X07 Gateway, it uses a streamlined subset of SIP.
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Voice encoding and packetization

For voice encoding, TOPS-IP applications use industry-standard audio
codecs. A codec, or coder/decoder, isused to transform speech datafrom one
representation to another. These transformations are used in audio
applications to compress and decompress speech datain order to lower
bandwidth requirements. The 7X07 Gateway is capable of transcoding
between supported TOPS-1P codecs.

In addition, the 7X07 gateway provides a voice packetizer. The packetizer's
function isto convert between coded TDM and packetized speech data.

Asanexample, aTOPS-1P voicelink could be G.711 mu-law encoded on the
TDM side and G.723 encoded on the I P network side. The 7X07 gateway
receivesthe G.711 TDM sample from the DM S network, transcodes to
G.723, and then packetizes the sample for transmission over the TOPS-IP
network. Incoming packetized G.723 samples are first converted to TDM
samples, transcoded to G.711, then sent back to the TDM side of the
connection.

TOPS-IP applications support the following codecs:
e  G.711 Mu-law (uncompressed)

e  G.711 A-law (uncompressed)

*  (.723 (compressed)

G.711 provides carrier grade voice if quality of service requirements for the
| P network are met. G.723 requires considerably less bandwidth while still
attempting to provide acceptable voice quality. Testing in Nortel Networks
labs indicates that many people can distinguish between G.711 and G.723,
but most do not notice the difference unless specifically asked to focus on it.
Service providers are encouraged to try both and reach their own conclusions.

Codec selection for TOPS-IP applicationsis determined by CM datafill and,
for applications that support auto-compression, by network conditions.

Note: Refer to Chapter 4: “TOPS IP position application” for information
about auto-compression.

Regardless of the codec selection, all TOPS-IP applications use UDP at the
transport layer for voice packets.

Dynamic trunking

Dynamic trunking is the method used by DM S switch trunking applications
to send voicetraffic over adatapacket protocol. With dynamic trunking, there
isno fixed connection to thefar end. Infact, when thetrunk isnot in use, there
isno far end.

Dynamic trunk members resemble TDM trunks from a CM perspective, but
with afew exceptions as described in the following paragraphs.
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Trunk member datafill

The 7X07 Gateway does not keep track of itsindividual C-sidetrunk member
states. So to prevent the possibility of the Gateway presenting acall on an
incoming circuit that has not been datafilled in the CM, all possible members
of the card must be datafilled in the CM. The switch accomplishes this by
automatically datafilling blocks of trunk members when the Gateway card is
datafilled. Manual additions and deletions of individual trunk members are
not allowed for TOPS dynamic trunk groups.

Trunk member maintenance

Because the Gateway does not keep track of the C-side states of the members,
the state of the Gateway itself determines the state of each trunk member as
viewed from the CM. So members cannot be individually maintained at the
MAPCI;MTC; TRKS;TTP level. Instead, when the Gateway on the IP-XPM
is maintained from the MAPCI;MTC;PM level, the CM states of the
associated trunk members are automatically updated. It is possible to post
trunk members at the TTP level of the MAP and view their states and
connections.

Note: Many TTP level commands are not supported for dynamic trunks. For
alist of supported and unsupported commands, refer to Chapter 10: “ TOPS-
| P maintenance activities.”

Usage limits

Although TOPS-IP dynamic trunk groups are datafilled and maintained in
blocks of 48 trunks, users can reduce through datafill the total number of
dynamic trunks used in call processing. Refer to “Limiting the use of
dynamic voice links’ on page 200 for details.

Carrier maintenance

The switch views the 7X07 Gateway as aremote node with respect to carrier
maintenance. So the commands and functions that may be used at the
MAPCI;MTC;TRKS;CARRIER level correspond to those of a standard
remote carrier. Aswith trunk members, it is possibleto post and view carriers
from the CARRIER level.

Note: For alist of supported and unsupported carrier states, refer to Chapter
10: “TOPS-1P maintenance activities.”

ISUP call processing

From the CM perspective, dynamic voice trunks appear as | SUP trunks that
use the Q.764 protocol. This capability takes advantage of the existing ISUP
signaling interface between the CM and the IP-XPM.

Traditional 1SUP call processing routes and receives messages from the SS7
network through the LIU7. Also, some dynamic trunking applications other
than TOPS-1P ones may use the SS7 network for call control (and either 1P
or ATM for bearer).

297-8403-901 Standard 13.01 June 2005



Chapter 2: TOPS-IP data and voice communication 51

However, TOPS-IP applications do not use the LIU7 or the SS7 network.
They route and receive messages through the | P-XPM, which handles TOPS-
IP cals differently from SS7 ISUP calls. The 7X07 Gateway card in the IP-
XPM converts both the ISUP call control and the voice into data packets for
the managed | P network.

Overview of datafill for IP data and voice infrastructure

This section introducesthe switch datafill needed to provision the | P data and
voice infrastructure for TOPS-IP. It discusses both new and existing tables
and gives example datafill.

Note: Application-specific information about how the infrastructure tables
areusedisintheindividua chaptersthat discussthe applications (along with
other application-specific tables). Details on table dependencies and the
range of valid datafill for every table affected by TOPS-IP arein Chapter 8:
“TOPS-IP data schema.”

The tables are described in the following order:
1 Hardware provisioning tables:
— LTCINV (Line Trunk Controller Inventory)
— CARRMTC (Carrier Maintenance)
— LTCPSINV (LTC Peripheral-side Inventory)
2 Data provisioning tables:
—  XPMIPGWY (XPM IP Gateway)
—  XPMIPMAP (XPM IP Mapping)
— IPSVCS (IP Services)
— IPCOMID (IP Communication Identifier)
3 Voice provisioning tables:
— CLLI (Common Language Location Identifier)
— TRKGRP (Trunk Group)
— TRKSGRP (Trunk Subgroup)
— TRKOPTS (Trunk Options)
— SITE (Site)
— IPINV (IP Inventory)
— TRKMEM (Trunk Members)
— TOPSTOPT (TOPS Trunk Options)
— OFCENG (Office Engineering)
— PKTVPROF (Packetized Voice Profile)
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LTCINV

Table LTCINV specifies hardware inventory information for each IP-XPM
(excluding the P-side link assignments). Datafill values include the IP-XPM
type and number and other data associated with its processors, C-side links,
and software |oads.

For TOPS-IP applications, the IP-XPM must beaDTC. The following other
fields aso require datafill specific to TOPS-IP:

LOAD (for the QTP22 load, or |atest)
OPTCARD (MX76C14 HOST, for the messaging card)
TONESET (NORTHAA)

Note: Thisvalueisrequired only to satisfy table control and diagnostics.
The IP-XPM does not use this toneset to generate tones.

PROCPEC (for the SXO5DA card)
EXTLINKS (for the C-side 14 link pairs)

Note: The EXTLINKS value is datafilled automatically by the
CONVERTCSLINKS utility.

E2LOAD (latest IP-XPM firmware load)
OPTATTR (CCSY7)

Note: Thisvalueisrequired only to satisfy table control. The IP-XPM
does not use the SS7 network.

PEC6X40 (6X40FC, for IP-XPM ENET interface)

The following example shows LTCINV datafill for three IP-XPMs.
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Figure 14 MAP display example for table LTCINV

LTCNAME ADNUM FRTYPE FRNO SHPOS FLOOR RON FRPOS EQPEC  LOAD  EXECTAB
CSLNKTAB
OPTCARD
TONESET PROCPEC EXTLINKS  E2LOAD OPTATTR
PEC6X40  EXTI NFO
DIC10 1001 LTE O 51 0O C 0  6X02AF QIP22xx (ABTRK DTCEX)$
(011 00) (011 01) (011 02) (011 03) (0110 4) (011 05) (0 11 0 6) (0 11 0 7)
(011 08) (011 0 9) (0 11 0 10) (0 11 0 11) (0 11 0 12) (0 11 0 13) (0 11 0 14)

(0 11 0 15)$
(MX76C14 HOST) $
NORTHAA SXO5DA $ SXO5DA $ 6 SXFWAJ02 (ccs?) $
6X40FC N
DIC 11 1002 LTE 0 51 0O C 0  6X02AF QIP22xx (ABTRK DTCEX)$

(011 10) (0111 1) (0111 2) (011 13) (011 14) (011 15) (011 16) (0111 7)
(011 18) (0111 9) (011 1 10) (0 11 1 11) (0 11 1 12) (0 11 1 13) (0 11 1 14)

(0 11 1 15)%
(MX76C14 HOST) $
NORTHAA SXO5DA $ SXO5DA $ 6 SXFWAJ02 (ccs7) $
6X40FC N
DTC 20 1002 LTE O 51 0O C 0  6X02AF  QUP22xx (ABTRK DTCEX)$

(0 27 16 0) (0 27 16 1) (0 27 16 2) (0 27 16 3) (0 27 16 4) (0 27 16 5) (0 27 16 6)
(027 16 7) (0 27 16 8) (0 27 16 9) (0 27 16 10) (0 27 16 11) (0 27 16 12) (0 27 16 13)
(0 27 16 14) (0 27 16 15)$

(MX76Cl4 HOST) $

NORTHAA SXO5DA $ SXO5DA $ 6 SXFWAJ02 (ccsr) $
6X40FC N
CARRMTC

Table CARRMTC specifies maintenance control information for peripheral

modules (PM), such asthe DTC. Datafill valuesinclude the PM type,
Gateway template name, and refinements specific to the DS-1 selector.

The alphanumeric value in field TMPLTNM (template name) is referenced
by table LTCPSINV. For TOPS-IP voice applications, the following fields

require specific datafill:
» CSPMTYPE (DTC)
* TMPLTNM QTP220r 7X07 Gateway cards)

Any unique template name may be used. TGWY (TOPS Gateway) is

suggested.
o ATTR (attribute) refinements:
— selector set to DS1
— card set to NT7X07AA
— frameformat set to SF
— zerologic set to ZCS
— it error rate base set to BPV

Note: Other valuesfor FF, ZL G, and BERB may or may not interfere with

TOPS-IP functionality. The values listed here are known to work.
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The following example shows carrier maintenance information for the XPM
type (DTC) used for TOPS-1P voice applications.

Figure 15 MAP display example for table CARRMTC

CSPMIYPE TMPLTNM RTSML  RTSOL ATTR

DTC TGN 255 255 DS1 NT7X07AA MJ_LAW SF ZCS BPV NI LDL N 250 1000
50 50 150 1000 3 6 864 100 17 511 4 255

LTCPSINV

Table LTCPSINV specifies the P-side link assignments that are associated
with voice over |P at the DTC. Tuplesin this table use the same key astable
LTCINV. Datéfill valuesinclude port numbers and signaling interface data
for the 7X07 Gateway cards (defined in table IPINV).

Each pair of P-side links correspondsto one Gateway card (node). The lower
P-side link number used for a Gateway corresponds to the port number in
table IPINV (page 63).

The following example shows the P-side link assignments for DTCs 10, 11,
and 20. DS-1 signaling and TGWY (template name from table CARRMTC)
are datafilled for P-side links that correspond to 7X07 Gateways.

In this example, DTC 20 does not require P-side link datéfill in table
LTCPSINV, because it does not perform any voice over |P (for example, itis
dedicated to the QM S MIS-IP application). No Gateway cards are installed,
so the P-side links remain NILTY PE.

Figure 16 MAP display example for table LTCPSINV
LTCNAME PSLI NKTAB

DTC 10 N (0 NILTYPE) (1 NILTYPE) (2 NILTYPE) (3 NILTYPE) (4 NI LTYPE)

(5 NILTYPE) (6 DS1 TGA¥ N) (7 DS1 TGAY N) (8 DSL TGAY N) (9 DS1 TGAY N)

(10 DS1 TGA¥ N) (11 DS1 TGA¥ N) (12 DS1 TGW N) (13 DS1 TGW N) (14 NI LTYPE)
(15 NILTYPE) (16 NILTYPE) (17 NILTYPE) (18 NILTYPE) (19 NILTYPE) $

DTC 11 N (0 NILTYPE) (1 NILTYPE) (2 NILTYPE) (3 NILTYPE) (4 NI LTYPE)

(5 NILTYPE) (6 DS1L TGAY¥ N) (7 DS1 TGAW N)(8 DS1L TGAY N) (9 DS1 TGAY N)

(10 DS1 TGAY N) (11 DS1 TGA¥ N) (12 DS1 TGW N) (13 DS1 TGW N) (14 N LTYPE)
(15 NILTYPE) (16 NILTYPE) (17 NILTYPE) (18 NILTYPE) (19 NILTYPE) $

DIC 20 N (0 NILTYPE) (1 NILTYPE) (2 NILTYPE) (3 NILTYPE) (4 NI LTYPE)
(5 NILTYPE) (6 NILTYPE) (7 NILTYPE)(8 NILTYPE) (9 N LTYPE)

(10 NILTYPE) (11 NILTYPE) (12 NILTYPE) (13 NILTYPE) (14 N LTYPE)

(15 NILTYPE) (16 NILTYPE) (17 NILTYPE) (18 NILTYPE) (19 NILTYPE) $

Note 1: Anentry intable LTCPSINV is added automatically when an XPM
isdatafilled in table LTCINV. All the P-side link typesinitially default to
NILTY PE. P-side links that do not have hardware assigned must remain
NILTY PE. Unequipped software-assigned P-side links generate service-
affecting problems.
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Note 2: Until the 7X07 Gateway card has correct datafill in both table
LTCPSINV and table IPINV, the IP-XPM will have inconsi stent information
about its packfill and so diagnostics may be affected. Table IPINV must
contain the appropriate number of TOPS Gateways that correspond to the P-
sidelinks assigned in LTCPSINV.

Note 3: After datafilling a new Gateway or changing the datafill for an
existing Gateway, users should update the static data for the SXO5DA. For
details, refer to “ Updating static data” on page 299.

XPMIPGWY

Table XPMIPGWY specifies gateway router information for the SXO5DA
card. A gateway router isacomponent of the managed | P network and is used
toforward | P packetsto other networks. Thisdatafill associatesthe | P address
of arouter with destination node or network 1P addresses.

Note: A gateway router is not the same thing as a 7X07 Gateway card.

When the CM method is used to configure the SX05DA (specified in table
XPMIPMAP, page 57), the switch downloads appropriate router information
from table XPMIPGWY to the IP-XPM when it is brought into service.
Datafill in table XPMIPGWY is never used, however, when the DHCP
method is specified.

Note 1. The actual number of gateway routers to provision depends on
administrative factors, network configuration, and capacity issues. For
information on engineering, refer to Chapter 7: “ TOPS-1P engineering
guidelines”

Note 2: Additional tuplesin XPMIPGWY may be needed for special routing
requirements.

The following example shows datafill for two tuples. In both cases, a default
route is specified. A brief description of each field follows the example.

Figure 17 MAP display example for table XPMIPGWY

DESTADDR RTEMASK GW PADDR METRI C
0000O0 0000O0 47 192 3 1 0
0000O0 0000O0 47 192 3 2 0

Note: An IP addressin switch datafill consists of four octets delimited by a
single space (no periods).
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GWINDEX field

GWINDEX specifies an index number. This number is referenced by table
XPMIPMAP.

DESTADDR field

DESTADDR specifies the IP address of a possible destination. The
destination | P address indicates either a specific destination host or an entire
destination network, depending on the value in the RTEMASK field. By
convention, the default route includes both the address and mask with values
of zero.

RTEMASK field

RTEMASK specifiesthe mask that is applied to the destination | P address. A
mask is used to determine which part of the address pertains to the
subnetwork and which pertainsto the host. A DESTADDR of 0.0.0.0 with a
RTEMASK of 0.0.0.0 indicates a default route.

GWIPADDR field

GWIPADDR specifies the I P address of the gateway router used to route IP
data to its destination.

METRIC field

METRIC specifies the number of hops (between routers) required to reach
the gateway. A value of O indicatesalocal host, or direct route; avalue greater
than O indicates a remote gateway.

Note: Thisfield isreserved for future functionality.
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XPMIPMAP
Table XPMIPMAP specifies various I P information for the SXO05DA,

including the configuration method used when the IP-XPM is brought into
service.

The following example shows datéfill for three IP-XPMs. Both DTC 10 and
DTC 11 use the CM method, so the switch downloads the | P information to
the XPM. On the other hand, DTC 20 uses the DHCP method, so IP
information is sent from the DHCP server in the | P network. A brief
description of each field follows the example.

Note: The XPMNAME, AUTONEG, and SUBNMASK fields are always
downloaded to the XPM, regardless of the configuration method.

Figure 18 MAP display example for table XPMIPMAP

XPMNAVE AUTONEG  SUBNMASK | POONFI G SNVP ACTADDR | NADDR
UNI TO UNI T1 G\ NDEX DNSI NFO

DTC 10  AUTO 255 255 255 0 CM N 47 192 3 24 47 192 3 25
47 192 3 26 47 192 3 27 (1) (2) (4 $ N

DIC 11  AUTO 255 255 255 0 CM Y public 47 192 3 116 47 192 3 117
47 192 3 118 47 192 3 119 (0) (1) $ N

DTC 20  AUTO 255 255 240 0 DHCP

XPMNAME field

XPMNAME specifiesthe IP-XPM datafilled intable LTCINV. Thisvaueis
referenced in table IPCOMID (page 60).

AUTONEG field

AUTONEG specifies the Ethernet speed used by the XPM. If AUTONEG is
10BT, the XPM runs at 10Base-T speed. If AUTONEG is AUTO, the XPM
automatically selects (by negotiating with the network) either 10Base-T or
100Base-T, whichever is appropriate.

SUBNMASK field
SUBNMASK specifies the subnet mask used for the local subnet network.

IPCONFIG field

IPCONFIG specifieswhether XPM bootstrapping information isprovided by
the network or by the CM. If IPCONFIG isDHCP, the network configuresthe
XPM and no further datafill is needed in table XPMIPMAP,

If IPCONFIG isCM, the CM configuresthe XPM, and datafill isrequired in
the following other fields:

* ACTADDR (active address)
* INADDR (inactive address)
e UNITO (unit O address)
e UNIT1 (unit 1 address)
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* GWINDEX (gateway index)
*  DNSINFO (domain name system information)

ACTADDR field

ACTADDR specifies the IP address of the active unit of the XPM. The last
octet of the active address must be divisible by four (for example,
47.192.3.24).

Note: The active addressis always used when anode on the network (such as
an | P position or another TOPS-1P switch) communicates with an application
on the CM. Thisisthe case even after a SWACT in the XPM. The XPM is
responsible for maintaining the correct | P addressing after a SWACT. (Refer
to “ Gratuitous ARP broadcast message” on page 45.)

INADDR field

INADDR specifies the P address of the inactive unit of the XPM. The
inactive address is always ACTADDR + 1 (for example, 47.192.3.25).

UNITO field

UNITO specifies the IP address of unit 0. The unit O IP address is aways
ACTADDR + 2. The XPM usesthe UNITO addressinternally for diagnostics.

UNIT1 field

UNIT1 specifiesthe IP address of unit 1. The unit 1 IP addressis aways
ACTADDR + 3. The XPM usesthe UNIT1 addressinternally for diagnostics.

GWINDEX field

GWINDEX specifiesthe possible gateway routersfor each XPM. Thisvalue
references one or more GWINDEX valuesin table XPMIPGWY. A value of
$indicatesthat no gateway router isneeded. An XPM can be configured with
up to 10 routers.

Note: After changing the datafill for GWINDEX, users should update the
static data for the SXO5DA. For details, refer to “Updating static data’” on
page 299.

DNSINFO field

The DNSINFO field specifies the domain name and its associated | P
addresses. A value of N indicates that DNS is not supported.

Note: Thisfield isnot currently used.
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IPSVCS

Table IPSVCS defines | P transport services for the SXO5DA. Each service
name represents a software port and transport protocol. The service nameis
referenced by table IPCOMID (page 60).

Each tuplein table IPSV CS can be used for only one TOPS-IP application.
For example, the OC-IP and I P position applications cannot be datafilled to
share the same I P transport service. On the other hand, a single TOPS-IP
application may use more than one | P transport service. Refer to the
individual application chaptersfor application-specific information about the
use of thistable.

The following example shows datafill for five IP transport services. A brief
description of each field follows the example.

Figure 19 MAP display example for table IPSVCS

SERVI CE PORT PROTOCCL

FREEPORT 0 TCP_UDP

OCl PSVC 8600 ubP

PCSI PSVC 8700 ubP

QVBM S 0 TCP

Xl PVER 11777 TCP_UDP
SERVICE field

SERVICE names are chosen by the operating company and are used only to
enable table IPCOMID to reference tuples in table IPSV CS. Service names
in table IPSVCS must be unique.

PORT field

PORT numbers are selected by the operating company. They are used to route
incoming messages to the correct application software. They are unrelated to
any hardware port. Port numbers apply to all IP-XPMs that are datafilled at
the switch.

The switch can use port values in the range 2048 to 12287. Port numbers
outside this range are reserved for non-CM |P applications. Port numbersin
table IPSVCS must be unique, with the exception of port number 0. A port
number of 0 isused to request the |P-XPM to randomly assign a port number
(32768 to 65535) to the application. More than one tuple may datafill a0 in
the PORT field.

Note 1. Port numbers 1 to 1024 are well-known industry-defined port
numbers that are reserved for applications such as FTP (File Transfer
Protocol), Telnet, and HTTP (Hypertext Transfer Protocol).

Note 2: See Chapter 7: “TOPS-I1P engineering guidelines’ for
recommendations on port ranges for TOPS-IP applications.
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PROTOCOL field

PROTOCOL specifies the transport layer protocol used in data
communication. Valid values include TCP, UDP, and TCP_UDP. A value of
TCP_UDP indicates that either TCP or UDP may be used. Each TOPS-IP
application specifieswhich protocol or protocolsit supports. Seethe separate
chapters that describe the applications.

Note: ICMPisarequired part of IP and does not need to be datafilled
explicitly.

IPCOMID

Table IPCOMID definescommunication identifiers (COMID). Each COMID
represents local connection information for a TOPS-IP application. This
information includes the port and protocol (specified by the service namein
table IPSVCS) and the name of the IP-XPM used for data communication.

COMIDs are referenced by application-specific tables. Each COMID can be
used for only one TOPS-IP application. For example, the OC-1P and IP
position applications cannot be datafilled to use the same COMID. On the
other hand, a single TOPS-IP application may use more than one COMID.
Refer to the separate application chaptersin thisbook for application-specific
information about the use of COMIDs.

The following example shows datéfill for several COMIDs. A brief
description of each field follows the example.

Figure 20 MAP display example for table IPCOMID

COM D SERVI CE XPMNAME
1 OCl PSVC DTC 10
2 OCl PSVC DTC 11
10 PCSI PSVC DTC 10
11 PCSI PSVC DTC 11
30 QVBM S DTC 20
40 XI PVER DTC 10
COMID field

COMID identifies the tuple. The COMID is referenced by application-
specific tables.

Note: Although a particular COMID is associated with a service namein
table IPCOMID, the COMID is not assigned (bound) to a particular
application until the COMID is datafilled in the application-specific table.

SERVICE field

SERVICE specifies atuplein table IPSVCS, which identifies the port and
protocol. Multiple COMIDs can use the same service name only if the
COMIDs are associated with different XPMs.
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CLLI

XPMNAME field

XPMNAME specifies the IP-XPM datafilled in table XPMIPMAP that is
used for the particular COMID. Multiple COMIDs can use the same XPM
only if they use different P transport services.

Note: For all TOPS-IP applications, COMIDs represent local information
about the switch end of alogical data connection. They do not embody any
information about the far end of the logical connection. Depending on the
application, additional switch datafill may be needed to specify an |P address
and port for the far end, and/or parallel datafill at the far end may be needed
to specify the switch (IP-XPM) 1P address and port.

Table CLLI specifies trunk group names and the maximum number of
membersin any given trunk group. The following example shows datafill for
aswitch that uses three TOPS-1P dynamic trunk groups.

Figure 21 MAP display example for table CLLI

OCl PTOREMOTE
OCl PTOHOST
PCSI PVL

ADNUM TRKGRSI Z ADM NI NF

356 2016 OCl P_TOREMOTE_VOA CE_LI NK
367 2016 OCl P_TOHOST_VO CE_LI NK
484 2016 PCSI P_VA CE_LI NK

For most trunk groups, the maximum number of membersis2048. But for the
dynamic trunks used for TOPS-IP applications, each 7X07 Gateway card
adds 48 membersto the trunk group associated with that card. Therefore, the
actual number of membersin a TOPS-IP dynamic trunk group is always a
multiple of 48, and 2016 is the largest multiple of 48 that does not exceed
2048. So no TOPS dynamic trunk group can have more than 2016 members.

TRKGRP

Table TRKGRP specifies the trunk group type, direction, member selection
algorithm, and tranglations and screening attributes for each trunk group.
Dynamic trunks used for TOPS-IP applications use the IT (intertoll) trunk
group type. Table TRKOPTS, where trunk groups are defined as dynamic,
enforces this restriction.

The direction of the dynamic trunk group is important for TOPS-IP voice
communication. Each application has its own requirements for the trunk
group direction. For more information, refer to the separate chapters that
describe each application.

The MIDL trunk selection algorithm is recommended for al TOPS-1P
dynamic trunking applications.

TOPS-IP applications do not use the translations and screening information
in table TRKGRP, so those fields should be datafilled with default values.
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The following example shows datafill for the three dynamic trunk groups
defined in table CLLI.

Figure 22 MAP display example for table TRKGRP

GRPKEY GRPI NFO

OCl PTOREMOTE | T O NPDGP NCRT 2WOA M DL 000 NPRT NSCR 619 619 000 NN $

OCl PTOHOST T O NPDGP NCRT OG QA M DL 000 NPRT NSCR 619 619 000 NN $

PCSI PVL T O NPDGP NCRT OG QA M DL 000 NPRT NSCR 619 619 000 NN $
TRKSGRP

Table TRKSGRP defines additional trunk group information such as
signaling. Because dynamic trunks are defined as | SUP trunks, the following
datafill must be present (enforced in table TRKOPTS):

» subgroup number set to O

» card code set to DS1SIG

» signaling selector set to C7TUP

* trunk direction must match table TRKGRP
» protocol setto Q764

e continuity testing set to 0

o glaresetto CIC, if therefinement for the trunk group direction includesa
glarefield

Additional information in table TRKSGRP is not used for TOPS-I1P
applications, and should be set to nil or default values.

The following example shows datafill for the three trunk groups.

Figure 23 MAP display example for table TRKSGRP

SGRPKEY CARDCODE SGRPVAR  SGRPVAR

OCI PTOREMOTE 0 DS1SIG  C7UP 2WN N UNEQ NONE Q764 THRL O NIL $ NIL G C

OCI PTOHOST 0 DS1SIG CruP OG N N UNEQ NONE Q764 THRL O NIL $ NI L

PCSI PVL 0 DS1SIG CruP OG N N UNEQ NONE Q764 THRL O NIL $ NIL
TRKOPTS

Table TRKOPTS specifies additional trunk group options including the
dynamic option required for TOPS-1P voice trunks. Datafill in TRKOPTS s
used to define entire trunk groups as I P trunks. This table also enforces
various | SUP signaling-related datéfill in table TRKGRP and table
TRKSGRP.

Note: TOPS-IP does not use the SS7 network.
The following datafill must be present:
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* option set to DYNAMIC

» cal control signaling set to ISUP

» network used for call control signaling set to IP

» network used for voice (bearer) set to IP

» application that uses dynamic trunking (OC or POS)

Refer to the separate chapters on the OC-IP and | P position applications
for more information about OC and POS datéfill in table TRKOPTS.

The following example shows datafill for the three trunk groups.

Figure 24 MAP display example for table TRKOPTS

OCl PTOREMOTE DYNAM C DYNAMC ISUP IP I P CC
OCI PTOHOST DYNAM C DYNAM C ISUP IP I P COC
PCSI PVL DYNAM C DYNAM C I SUP I P I P POS

OPTI NFO

SITE

Table SITE identifies a site name associated with the 7X07 Gateway cards
datafilled at the switch. The Gateways are used in TOPS-IP voice
communication. The site name isreferenced by table IPINV and isvisible at
the PM level of the MAP.

Note: Gateway does not refer to a gateway router.
The following example shows datafill for the TGWY site name.

Figure 25 MAP display example for table SITE

NAME LTDSN MODCOUNT OPVRCLLI ALMDATA

TGN 0 0 VER90 $
Note 1: AsGateways are added to and removed from table IPINV, the system
automatically updates the MODCOUNT field to reflect the number of
Gateways on the site.
Note 2: The site name is selected by the operating company. The same site
name may be used for all TOPS-IP applications, or different site names may
be used for different TOPS-IP applications. Thisis an administrative
decision, and it does not affect performance.

IPINV

Table IPINV defines the individual 7X07AA Gateway cards (nodes) at the
switch. Datafill valuesinclude the site name, the XPM name and P-side port,
the Gateway |P address, and Gateway type and refinements.
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For TOPS Gateways, the refinements specify a dynamic trunk group and
starting member number. When atuple is added to table IPINV, the switch
automatically datafills a block of 48 trunk members for that group in table
TRKMEM.

The following example shows the TGWY site datafilled with atotal of eight
Gateway cards. Three trunk groups—OCIPTOREMOTE, OCIPTOHOST,
and POSIPVL—are datafilled across two IP-XPMs (DTC 10 and DTC 11).
Each of the OC-1P trunk group supports 144 members, and the one used for
| P positions supports 96 members. A brief description of each field follows
the example.

Figure 26 MAP display example for table IPINV

| PNO PMIYPE PWNO | PPEC LOAD PORT | PZONE GATYPE

TGN 10 3 DIC 10 7TX07TAA $ 6 47 174 68 7 0 0 0 O TOPS OCl PTOREMOTE O

TGN 10 4 DIC 10 7TX07TAA $ 8 47 17468 8 00 0 0 TOPS OCl PTOHOST 0

TGAW 10 5 DIC 10 7TX07TAA $ 10 47 17468 9 0 0 0 0O TOPS OCl PTOREMOTE 48

TGN 10 6 DIC 10 TX07AA $ 12 47 174 68 10 0 0 0 O TOPS PCSIPVL O

TGAW 11 3 DIC 11 7TX07TAA $ 6 47 174 69 7 00 0 0 TOPS OCl PTOHOST 48

TGA 11 4 DIC 11 7X07TAA $ 8 47 17469 8 000 0 TOPS OCl PTOREMOTE 96

TGN 11 5 DIC 11 TX07AA $ 10 47 17469 9 00 0 0 TOPS OCl PTOHOST 96

TGAN 11 6 DIC 11 7TX07AA $ 12 47 174 69 10 0 0 0 O TOPS PCsI PVL 144
IPNO field

IPNO associates the name o